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Major Drivers of Current Work

• To provide computational tools as an economical option for developing
future space transportation systems (i.e. RLV subsystems development)

Impact on componentdedgn _ Rapid'turt_cu,oundot:high-fidelity auly_ia
T.ncreasedur_bility/a_rfe_' ,-_ A©cu_te qu=nttficationof flow

(i.e. prediction of flowinduced 'vibt_xtton)

Impact on _rtem performance -_ J_orecomplete _rtoms aJMalysl_
udng high-fidelity tool_

• Target
Turbo-pump o, mpemnt amlysi_ -, Entire 8ub-system_ iimuiatien

Computingrequirement is kIMje'
-_The goalI* to a©hieve 11000ttrne_ speedup over _ v_s pe_ible in £992

Objectives
_I}R_

• To enhance incompressible flow simulation capability for developing
aerospace vehicle components, especially, unsteady flow phenomena
associated with high speed turbo pump.

advanced
engine

I1 + redesign
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old design
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i ___ INS3D - Incompressible N-S Solver

** P_'okl _ : h_d _ JN83D-L/P

-MPI and MLP parallel versions
• Structured, overset grid orientation
• Moving grid capability
• Based on method of artificial compressibility
• Both steady-state and time_=ccumte formulations
• 3_ and 5_rder flux difference splitting for convective terms
• Central differencing for viscous terms
• One- and two_quations turbulence models
. Several linear solvers : GMRE$, GS line-relaxation, LU-SG5,

G5 point relaxation, ILU(0) .....

.HISTORY

** 1982-1987 Original version of IN53D - K_ak, Chang
** 1988-1999 Three different versions were devoped :

IN53D-UP / Rogers, Kiris, Kv_k
IN53D_U /Yoon, Kwak
IN53D-F5 / Rosenfeld, Kiris, Kwak

/_ Time Accurate Formulation

__1 _"

• Time-integration scheme

Artificial Compressibility Formulation

• Introduce a pseudo-time level and artificial compressibility
• Iterate the equations in pseudo-time for each time step until
incompressibilil_/condition is sotisfiecL

Pressure Projection Mothod

• 5olve auxiliary velocity field first, then enforce
incompressibility condition by solving a Poisson equation

for pressure.
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I ./'_, ArtificiaICompressibility Method

Time-Accurate Formulation

Discretiz the time term in momentum equations usin 9 second_rder

thnee_oint backward-diffenence formula

_U + _V + 3W [ ÷1 3q ,+,

_ -_l =0: -4q"+q"-':-r"+'2At

Introduce a pseudo-time level and artificial con_ressibility,
Itenate the equations in pseudo-time for each time step until

incompress_ility condition is setisfiecL

1 (p.+,,..+,_p.+,,,.)=_flVq.+,,,.+,
AT

.. 3.+,,.,
•31 "+"-+' "+"']= r.+l-+, q -4q'+q"-'

_-fl -q J- ' - 2At

Impulsively Started Flat Plate at 90 °

• TingeHi.tory o_ 5tagnotionPoint

.J

2 /""

....:_'_"
..._._-

1" l_ ('[h_ulla, 1971)

INS:3D4JP

• ]NS]D-F$
m.' •...... Finiate Elet'_. $d. (YoCaida, tgRs)

,:°'

°o i _ d
Time
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I _ Impulsively StartedFlat Plate at 90 _

• Time History of Stagnation Point

Artificial compressibility incorporated with Poisson solver

3"

2"

1 o

• =_.;'.'"

I/_, / INS3D-U PI DT=1_0825
• /',' / • b--XP.G'=_t=, tg?l)

• // "" / -- bLNB-RSLAXATLON. NSU_=L0

_-.," / .... Gv_-u_u(ox Nsu_=t0

.... L-RgL.,P01SSO N S¢_ L,, _ UB=2

Time

d _ Current Challenges
/, _='_==_ .....

• Onallcnges wlncr¢ improvements arc needed
- Time-integration sckeme, convergence
- Moving grid system, zonal connectivity
- Parallel coding and smlability

• As the computing resources changed to parallel and distributed
platforms, computer science aspects become important.
- 5colability (algorithmic & implementation)
- Portability, transparent coding, et_

• Computing resources
- "Grid" computing will provide new computing resources for

problem solving environment
- High-fidelity flow analysis is likely to be performed using "super

node" v_ich is largely based on parallel architecture

1o
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_ /__ _ 1l INS3D Parallelization

•
T. Faulknsr& J. D_I_ aroup 1 Group 2 Group N

Group 1 ..... Group N

• IN53D-MLP
Klri_ O • OOO

11 c_m.u_,oo__yz

I .j_ Previous Work (SSMEImpeller)

Pressure

!-
,,elwl

_ 4.145

i-
12

I

I

Ciecumf_eo_ angle _ _cm _k: (dc_)

_ [" i _ _ i: : i ! : : i I
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Space Shuttle Main Engine Turbopump

13

_'_ INS 3 D Para lle liza t ion

_ TI_T CASE : S,.qNtE Impell_60 zones / t9.2 Million points

:COl

:i

14

Number of (:PUs Number c4CPUI
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I ._ ParallelImplementation of INS3D
__ _ l_l

I_V 2 _ Gen Turbo pump
INS3D-MLP /40 Groups 114 Zom_ / 34,3 M grid I_nts

.......:1
:l

15

.j_ RL V _ Gen Turbopump (SSME Rigl)

16
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I ._ RL V2 _ Gen 7"urbopump

O_er_et Grid System

Inlet Guide Vanes
15 Blades

23 Zones

6.5 M Points

DhCfuser

23 Blades

31 Zones
8.6 M Points

I /_ RL V_ Gen Turbopump

l/_ Iqll_ll_ Grid :

siu.o ....

_l_l

grid for Up
clearance

6 long blades / 6 medium blades/12 short blades
60 Z.onu / 19.2 MIIEon Grid Paint:

Owe:_ eonmwtl_ity : bCl: (B. Mmktn)
t_. lS6 eep_. p_m.

blade

grld / ,

hub

grid
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I .j_ Impeller Overset Grid System....

Blade

GAd

Background

19

I __ Scr/pt/ag Capab/lity

SCRIPTING CAPABILITY FOR GRID GENERATION

> Require expertise to build _orlpts the flrat time

> Allow rapid re-tun of entire grid generation process

> Easy to do grid refln_nt and parameter studies

> Easy to try:differeht grldding Strategies

> Do0umentatlon of grldding procedure

> written in Tcl scripting Isnguage:

> Works on:UNIX, UNUX .rid WINDOWS

> Integer and floating :point arithmetic capability

> modular proced ure oal!s

> easy:to :add GUI later if needed
20
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Scripting Capability

INPUi"AND OU'FPUT'

Current example: one script foreech com_nent
.... (IGV, impeller and Diffuser)

Input

> profile curve for hub and shroud In PLOT3D format
(rotated by script tO formsurface of r_olutlon)

> blade and tip surfaces In PLOT3D forrnat

> Pararneters that can be changed l
- global surface grid spe©ing (on smooth part of geometry)
- IDeal surface grldspeclng(lesdlng/tralllngedges, etc,)
- normal well grid spao!ng (viscous, wall function)
- rnlrchlng dlstiznce
- grid s_ohlng ratio
- number of blades

output

21 > overset surface and volume grids for hub, shroud, blades

I __ Scripting Capability

INLET GUIDE VANES AND DIFFUSER:

Old IGV NewlGV OldDIFF NewDIFF

No. of points (million) 7,1 1.1 S.0 1.6

Time to build 1/2 day lr0 see "I:/2day 8 s_

Script t!mings on new grids based 0n SGI R12k 300MHz processor

Time tobul!d script = 1 day _r IGV, 1_¢ DIIFF

22

Page 11



I ._ Scripting Capabil/ty

IMPELLER

Old IMP New IMP Old TOT New TOT

No. of points (million:) 119.2 5i7 34.3 8.4

Tlmeto build -2weeks 50see.

23

Tlmeto buildlMPscrlpt :3to4weeks I !11I

J ,1Scripting Capab _l/ty

FUTURE PLANSFOR SCRIPTING

> Complete doma!n connectivity ompebtllty in scripts
(X-ray mlps and DCF Inputfile creation)

> Flow solver Input creation In scripts

> Perform more tests ondifferent pammetem

> Perform tests on different geometries, e.g, volute, Inducer

> Improve robustness (error traps, wider range of CaSes)

> Generic temp!nte for uch component

> Graphical Interface front end

24
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I ._ SSME-rigl/Initialstart

TIME STEP 18 / Impeller rotated 8-degrees at 100% of design speed

r PRES_JRE VELOCITY MAGNITUDE25

I _ SSME-rigl/Initialstart

TIME 5TE_ 96 / Impeller rotated 42-_9_.es

) i

VELOCITY MAGNITUDE
26

- 34,3 Million Points

- 800 physical time steps in one
rotatio_

*One physical time-step nequires
less then 20 minutes _ll time

with 80 CPLrs on Origin 2000.
One complete rotation requires
one-wek wll time with 80 (:PUs.

*Currently I/O is through one
processor, T_ming will be improved
with parallel I/O since time-
accurate computations are I/O
intensi_. With futher

improvements several impeller
rotations can be completed in one
weel<
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.Z/ I Data Compression using

Data compression by J. Housman & D.Lee

2;'

Before Compression After Reconstruction

Grid File Compression

Data Compression

• Data compression by J. Housman & D.Lee

28

Before Compression After Reconstruction

Total Velocity Contours
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I .,# STATIC/DYNAMIC STRESS ANALYSIS
-_',_, OF PROPULSION SYSTEMS

-----I .EwooND,T,o.sJ_ .........

_'_'1 INTERFACEZ;PPER/GRtC,J""_' I

CFD GRID tPRESSURE

TEMPERATURE FEM GRID

_' I I

FLUIDS
INS3D

STRUCTURAq
LOADS |

STRUCTURESLI STRESSL/
)P2

PROPOSED DEVELOPMENT UNDER ClCT GC

TO BE IMPLEMENTED USING PSFJIPGTOOLS (GROWLER/SCIRUN/PUNCH)

28

I _ FLUID/STRUCTURE INTERFACE

• LUMPED LOAD APPROACH
- FAST, NEEDS FINE GRIDS, ADEQUATE FOR UNCOUPLED METHOD

• CONSISTENT LOAD APPROACH (CONSERVES LOADS)
- ACCURATE FOR COUPLED METHODS, EXPENSIVE

_ Z q I Z . q I Z.._=

_, INTERMED_TE

i _j _ aRID
I I

q__. v., " q -:"f( K,V., a, q.)

CONSISTENT LOAD APPROACH USING VIRTUAL SURFACE VALIDATED IN ENSAERO

By Guru Guruswamy

3o
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,/_., STRUCTURES

• STRUCTURES WILL BE MODELED USING
BEAM, PLATE, SHELL AND SOLID FINITE ELEMENTS

• INHOUSE AND COMMERCIAL FEM CODES WILL BE USED

COARSE GRID

230 NODES
414 FE

1196 DOF

PRELIMINARY RESULTS FOR HUB USING 3D PLATE FEM

TYPICAL

STRUCTURAL
MODE AT 12KI-Iz

By Guru Guruswamy

I /__=_ Summary

eUnsteady SSME-rigl oneand half rotations am completedfor 34.3 Million
grid points modal.

eMoving boundary capability is obtained by using DCF module.

eMLP shared memory parallelism hasbeen implemented in IN53D, and
benc_merkecL

• Scripting capabilityfrom CAD geometry to solution is da_lopacL

• Data compressionisapplied to ncduee data size inpast processin_

• Fluid/Structure coupling is initiate&

32
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